////“
T N @




BR17—FF7I0FvH 5T

rand Chariot 2 cPU/-F# & GPU/- K2 @S
( il p.30 p.10>

ININT 2=V R-AVEL—F 4 VLTS5 (HPCI)

High-Performance Computing Infrastructure (HPCI)

HPCIL B XHHZEDBRUCEARDE DB NEHASFERREEETY,
[EE]Z[EUS. Eﬁﬁﬁ%ﬁﬁ%iﬁk;@ﬁk#(:ﬁﬁ%éﬂt‘L\éﬁﬁﬁiﬂ‘@ﬁﬁﬂ’ﬂn (iﬂl:—"féﬁﬁy’?ﬁﬁ
A—=N\=JVE1—IPAMN—IZFERYNT—ITRU. ZHE1I——=—X

[CRRDEMEHASEREZRHELTVET,

HPCI & X5 LitErktEES

B RFEFEAE
MERIEHREI R 5 —

p-26 >

( iz DZR 525a 4050

BLZ2RRFT STERIERAR T 5 — XEHEXRZR BHREBTEVY—
E 3L BRI LA REBKRE ZMERAT 47 T — EREOIELHEROBREBSHLTVET. SHOMMIBHRIE TEHSTRRL T,
= g BE4~ ) oo ~ https://www.hpci-office.jp/using_hpci/hardware_software_resource
LBEXRE rﬁiﬁamt/ﬁ KBRKE D312/:5' CPUF—%55F
RIAF TA/ I A LIREY T~ JUNAS BB AR 5 — AT DY — B BNET—HZF— a8 NVIDIAGGH200 hiplCHE B Ay +
P S— -, NI ) FILHY— —UAT—3avElFIc superchiplcE#ENIZArmy
FRAY BHERSHR LS RIS IR P il > 5 B Xeon(x86-64) | oot " e e s Tt Bl GRACECPU | o e recPU
BSEitFHPC RIS (JCAHPC) REHHURHRAT BRI 5 — ‘ ] -
HRAZ EHRERTYY— BRI AT 55 - ART2EE I crvc(xss-64) ;“;i’ﬂtffgfag 96 jZ;iné%’j‘fE?t“g% ' ® GPU NVIDIA/AMDOGPUEP 4 £5L—5& LTIl
—F 245~ 5 - whER v
EREISAY BHRERTYY— LT SR 2SS i o
Armv8.2-A + SVEICEHLLIEETBDAM~Y o0 x86-6470tvHDHRANINECDVector Engine
A64FX
B A6 Jotyt O Vector | o —seLTER




F—%1320265F 1 BRRDOBHDTY . BMAY 7T 7DV TIFEEREICK > TIFFIRFIBRNGDET .
KRICIHUTEBELDOREMD D D8 RIIDBRIENIVTTAIFTTBHVEDELIEE L,
E-mail: helpdesk@hpci-office.jp

F—%1320265F 1 ARDOBHDTY ., AV IMIT7ICDVWTIFEREICK>TEFIRFIBRNGDET .
WRICIHUTERE L DOREED D D). BIFDBRINIVITTAIFTTBHELEDELEE L,
E-mail: helpdesk@hpci-office.jp

HRX2 VI O 7H5ET

p4 | p.6 p.8 p.10 p.12 p.14 p.16 p.18 p.20 p.22 p.24 p.26 | p.28 | p.30 p4 | p.6 p.8 p.10 p.12 p.14 p.16 p.18 p.20 p.22 p.24 p.26 | p.28 | p.30
EkEE s BEWEE | RE =& s wetuge| L BtyHeE . BSTmAE | L = S| wstuge| EIEE
vohvrrE IO ke | ke HPCEEIE Sk || BaEAy T | ARKY | NKE T B vohvrrE  SCEIOT kg | sRAS HPCEEIGE WA | BaEAR| TL | ARAY | TNk TR R
| | PSB85 PSR e o | s S e SR TR g sowo [ocors 5175V ERZE O L Pl P O LS - N G e o
AMBER O O O O O O AutoDock Vina O
CHARMM O O Colabfold O
DeePMD-kit ©) ©) cryoSPARC ©)
ERmod O rDock O
GENESIS O O O O O O O @) O @) O O O O O O @) Parabricks O
GROMACS O O O O O O O O O O O O O O O O @) O Relion O O O O
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| EERA TS AT LEBSTNET, ) /0
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OSZHRATRLEDIC. /—ROBEERREELOHBEXEVREZIERIT D
ZETEISRD MEWDP T ZFRUCPU/—REEICED, A—T>Y—X
VIO P BUILERERY 7D 7 ATy IICHILU. B AT LADFIF
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FRARFZHAEREME LY I—TR EVIAEIR—/\—OvEa1—%
Pegasusicilz. SEENSIEIZT7 7 RAEVRZ—/\—OVE1—%
Sirius (PACS12.0) DiERZRRBULET,

Pegasus®stE /—RIF1EDCPU (IntelzE 4t Xeon CPU) &1E®D
GPU (NVIDIA H100 PCle GPU) & LT\, 150/—RTHERS
n. 2HROBREFH/NEAEHRE— 74 EEIL8.1PFlopsTY, K&t HE
/—RI[Z128GiB DDR5XTEY, 2TIBREFREXEY, 6.4TB NVMe
SSDZREH U FNERMEATVITKBEXE X RBBEEANL—YEL
TOMAMNAETY, Xlc. BETE / — R IF200Gbps®dInfiniBand
NDR200OICKD ZILINAEI Y 3y THEiSNTWE T, 7.1PBDILSIT 7
AIVIATLICED RKIET— Y Z@mRIC PV EATEXR I EEERE. X
TEUFEEBE. AEVTAXZRES<KELEIE. FERZOHABSTEYS
T— I RIT B RRIEAID B 2R AICHEELER T,

Sirius (PACS12.0) OEt&E /—RiF. 4EDAPU (AMD MI300A) T
BRI EI, APUIZCPU (24377EPYC Zen 4) &GPU (CDNA3) &
128GBOHBM3E/ Y RIEXEY TSN, 4EDAPUTEBE ZE)
N RIBESRE— V4 REIF 496 TFlops. HBM3DAE(F512GBE8DE T,
STE/—RICIF4ED3.84TB PCle Gen5 NVMe SSDAME&H 1. KR
BT —%-HPC-AIDEXRICZ X F T, Siriusid24./—R TER S 1.
SHROEBEEZE/ NI IR E— 7 BB 11.9PFlops T, /o, BETE
/—RIF4EDInfiniBand NDR (400Gbps) T#HiishTWEd, 5.2PB
DAHNT 7AINVATLICED KREET —F 2@ RICT I EATEXT,
Pegasus&SiriusDitzdl 7 74 )L AT AlEEEWICInfiniBand T &
NE&E7V Lz AAEETY,
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ZHITBET EHERZE  SIERBZOREICEMUTVWE I Ee. X
ERIFEED2023FEHEFA - HAMKRIATLREE "ZERELE
F/N\TERZOT T L ICEWT TAIBRICE T ZEERIZOHERES
KIRIHZE/N\TIR EUTHIREN Z—/—OV 21— FEEERE
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industry/) ICEWTHEDOHRMABHARELEB>TVWEY, Y ATLDF¥
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Sirius (PACS12.0) Unified Memory Supercomputer

400Gbps full bisection

24 nodes

Parallel File System
NVMe = NVMe 5.2 PB, 100 GB/s,
22.5B inodes
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2013F3R. ENL KFEAFUEAZEEL KEEABRRTRKZ G, 518
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hE FE (Kengo Nakajima)
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ABAFX) Z=7,680E & E— 7 EEIZ25.9 PFlopsT 9, Aquariusld
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